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Jennifer M. Schopf, Edward Moynihan, Tom Fryer – Principal Investigators 

Summary 

The Networks for European, American, and African Research (NEAAR) project supports 

circuits and network services between the US and Europe, in addition to extensive training 

and science engagement activities to support US collaborations with researchers in Europe 

and Africa. This report outlines collaborations, science engagement, operational activities, 

and usage statistics for Year 5, Quarter 2 of the project. It covers the period September 1, 

2020, through November 30, 2020. Highlights of Quarter 2 include continuing to support 

COVID-19 research data flows, finalizing plans for a virtual pS workshop with partners in 

Uganda, and starting a new effort to improve data flows for the Event Horizon Telescope.  

1. NEAAR Overview 
NEAAR supports the use of 100G networks between the US and Europe with a focus on 
measurement and science engagement. The NSF funded network for this project is a 100G 
circuit between New York (ManLan) and London (GÉANT Open). In addition, GÉANT runs a 
sister circuit that is a 100G between ManLan and Paris. These circuits are used in 
production to support a wide variety of science applications and demonstrations of 
advanced networking technologies. In addition, the NEAAR award supports science 
engagement, application outreach, measurement tool deployments, training workshops, 
and security activities. 
 
The follow-on project for NEAR, entitled “Networks for European, American, African, and 
Arctic Research (NEA3R)”, was funded and began on September 1, 2020. NEA3R will 
support two 100G circuits between the US and Europe, and we are working closely 
together to ensure seamless transition of production traffic as needed. NEA3R has a 
different suite of activities, most notably a lack of training as that was cut during the 
negotiation process, so we will be shifting resources as needed.  The current NEAAR project 
is scheduled to end in January 2021, however, we have requested a no-cost extension that 
would allow us to continue past that time. 
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2. Staffing 

At the beginning of Year 5, funded project staff included: 

● Jennifer Schopf, Director 

● Edward Moynihan, NEAAR Coordination and Science Engagement Specialist  

● Hans Addleman, Network Engineer  
● Scott Chevalier, perfSONAR Specialist 

● Doug Southworth, perfSONAR Specialist and Analysis 

● Antoine Delvaux, perfSONAR Consultant 
● Heather Hubbard, Project Support 

As part of the shift in resources for NEA3R, the training will not continue and Scott 
Chevalier shifted off the project in October and will leave IN@IU later in the year. 
Accordingly, Southworth also shifted his focus towards analysis much more strongly as 
well.   

3. Conference and Workshop Travel  

NEAAR staff participate in various meetings to support their role in collaborations in 

Europe and Africa.  Some of these trips were funded by other sources.  In Quarter 2, travel 

was significantly impacted by COVID-19 travel restrictions. Many meetings were canceled 

or moved to virtual meetings. Virtual meetings attended in Quarter 2 included: 

● Moynihan attended the New Era for Africa-EU Science and Innovation Partnerships 

conference, September 9, 2020, https://www.eventbrite.be/e/a-new-era-for-africa-

eu-science-and-innovation-partnerships-tickets-114780010100. He participated in 

sessions on supporting COVID-19 research collaborations and on expanding African 

science collaborations beyond the large astronomy projects.  

● Moynihan attended the Africa Internet Summit 2020, September 14-15, 2020, 

https://2020.internetsummit.africa/en/#. He participated in sessions on new R&E 

infrastructure in Africa, on measurement and monitoring deployments in Africa, and 

on expanding African science collaborations. 

● Schopf and Addleman attended the GNA-G Meeting, September 14-15, 2020. NEAAR 

will become involved in several new working groups as they become more 

formalized. 

● Moynihan attended the LHCONE meeting, September 16-17, 2020, 

https://indico.cern.ch/event/932306/. He participated in updates on the LHCONE 

network and on future infrastructure needs. 

● Addleman attended the NSF Virtual CyberSecurity Summit, September 22-24, 2020, 

https://www.trustedci.org/2020-nsf-summit. He attended sessions that included 

updates to cybersecurity regulations, disinformation tracking on social media, 

socializing cybersecurity in an organization, and a talk on the trustworthiness of 

data.  

https://www.eventbrite.be/e/a-new-era-for-africa-eu-science-and-innovation-partnerships-tickets-114780010100
https://www.eventbrite.be/e/a-new-era-for-africa-eu-science-and-innovation-partnerships-tickets-114780010100
https://2020.internetsummit.africa/en/
https://indico.cern.ch/event/932306/
https://www.trustedci.org/2020-nsf-summit
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● Moynihan attended the Global Collaboration on Data beyond Disciplines conference, 
September 23-25, 2020, https://ds.rois.ac.jp/article/dsws_2020/ 
He participated in sessions on FAIR data principles, international COVID data 
sharing, and Japanese efforts to support Polar data sharing. 

● Schopf and Addleman attended the Quilt Fall Member Meeting, September 30- 
October 1, 2020, https://www.thequilt.net/public-event/2020-quilt-virtual-fall-
member-meeting/. They also participated in Security and campus bandwidth 
breakout workshops. 

● Schopf and Addleman attended the Internet2 TechExtra, October 6-7, 2020, 
https://www.internet2.edu/news-events/events/techextra-2020/. 

● Schopf attended the Fall CASC meeting, October 13-16, 2020, 

https://casc.org/event/casc-fall-2020-membership-meeting/. She participated in 

discussions with partners. She has been nominated for the position of Secretary for 

CASC, and if voted in, would serve January 1, 2021-December 31, 2023. 

● Moynihan attended the NIH Using Data Science to Fight COVID-19 in Africa Meeting, 

October 14, 2020, 

https://commonfund.nih.gov/africadatasymposium/SODS#covid19. He 

participated in sessions on the COVID-19 situation in Africa, data-interoperability, 

and how data sharing can help control the pandemic.  

● Addleman attended the two day Open Science Grid (OSG)Campus Workshop,  

October 22-23, 2020. The workshop featured talks and discussions about how OSG 

works for users. Talks on The Partnership to Advance Throughput Computing 

(PATh) focused on how users could achieve their scientific goals with OSG, as well as 

giving a detailed overview of the technology, security, and setup process to use OSG. 

● Addleman attended the NSF Large Scale Facilities workshop, October 28, 2020, 

https://na.eventscloud.com/emarketing/go.php?i=795905&e=am1zY2hvcGZAaXUu

ZWR1&l=https://www.largefacilitiesworkshop.com/. The workshop focused on 

NSF property oversight, monitoring, and insurance. 

● Moynihan attended GEANT’s Task Force on Research Engagement Development All 

Hands meeting, October 28, 2020, https://wiki.geant.org/display/RED/TF-

RED+All+Hands+VC+October+2020. He attended talks on how NREN science 

engagement teams are working together with other e-infrastructure teams to 

provide enhanced support for scientific research.   

● Southworth attended the perfSONAR Developer All Hands Meeting, November 2, 

2020, https://internet2.edu/past-events/perfsonar-day-2020-events/#perfsonar. 

He attended and moderated sessions regarding future perfSONAR development and 

training. 

● Southworth attended the GÉANT Telemetry meeting, November 10, 2020, 

https://wiki.geant.org/display/PUB/Telemetry+and+Big+Data+Workshop. He 

presented on NetSage use cases and scalability to accommodate increasing scientific 

dataset sizes and bandwidth requirements. 

https://ds.rois.ac.jp/article/dsws_2020/
https://www.thequilt.net/public-event/2020-quilt-virtual-fall-member-meeting/
https://www.thequilt.net/public-event/2020-quilt-virtual-fall-member-meeting/
https://www.internet2.edu/news-events/events/techextra-2020/
https://casc.org/event/casc-fall-2020-membership-meeting/
https://commonfund.nih.gov/africadatasymposium/SODS#covid19
https://na.eventscloud.com/emarketing/go.php?i=795905&e=am1zY2hvcGZAaXUuZWR1&l=https://www.largefacilitiesworkshop.com/
https://na.eventscloud.com/emarketing/go.php?i=795905&e=am1zY2hvcGZAaXUuZWR1&l=https://www.largefacilitiesworkshop.com/
https://wiki.geant.org/display/RED/TF-RED+All+Hands+VC+October+2020
https://wiki.geant.org/display/RED/TF-RED+All+Hands+VC+October+2020
https://internet2.edu/past-events/perfsonar-day-2020-events/#perfsonar
https://wiki.geant.org/display/PUB/Telemetry+and+Big+Data+Workshop
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● Addleman assisted SCinet for the SC20 Conference, November 15-20, 2020, 

https://sc20.supercomputing.org/. He contributed SCinet-related virtual content for 

the conference and made sure international partners were aware of the SC 

proceedings. 

● Addleman attended the Workshop on Programmable Networking, November 16-18, 

2020, https://sites.google.com/view/us-japan-workshop/home.  He attended 

breakout sessions that discussed moderated and experimenting with international 

research testbeds. 

● Moynihan attended the UbuntuNet Connect20 conference,  November 18-20, 2020, 

https://events.ubuntunet.net/event/37/. He gave a talk on the NEAAR project. The 

recorded talk provided updates on the project, highlighted science engagement 

efforts to help improve data transfer performance, and looked at future project 

activities. He also attended sessions on AfricaConnect3 and on how the UbuntuNet 

Alliance was helping address the COVID-19 pandemic. 

● Moynihan attended NORDUnet's 40th anniversary celebration, November 27, 2020, 

https://40.nordu.net/. He attended talks on the history of R&E networking in the 

Nordics and on future potential projects in the region, including the planned Arctic 

Connect circuit. 

 
Presentations for this quarter included: 

● Southworth, Douglas, “IRNC NetSage – Use Cases and Scalability”, Invited Talk, 
GÉANT Telemetry meeting November 10, 2020. Slides are available: 
https://drive.google.com/file/d/1DYaBxuC5TnzWyvnbtn2a057QX6Vg0ytA/view  

● Moynihan, Edward, “NEA3R: Networks for European, American, African, and Arctic 
Research”, Invited talk, UbuntuNet Connect20 Conference, November 19, 2020. 
Slides are available: 
https://drive.google.com/file/d/148i2xYjgQLtyZ0xrv_z2_nCxmvxYW3Fk/view?usp=sha

ring 

4. Project Coordination  

4.1 Internal Partner Collaborations 

The primary collaborators for the NEAAR project are GÉANT, representing European 

interests, the three regional R&E networks in Africa, and SANReN, the National Research 

Network of South Africa. The NEAAR partners hold calls focused on the project objectives 

when needed but also meet at major R&E networking conferences whenever possible. We 

continue to work with our project partners via videoconference and to adjust project 

coordination as necessary due to the changing international conditions caused by the 

COVID-19 pandemic. In Quarter 2, this included: 

 
GÉANT – We met virtually multiple times with GÉANT staff throughout Quarter 2 to ensure 
project alignment and to discuss future plans. Moynihan also attended GÉANT’s quarterly 

https://sc20.supercomputing.org/
https://sites.google.com/view/us-japan-workshop/home
https://events.ubuntunet.net/event/37/
https://40.nordu.net/
https://drive.google.com/file/d/1DYaBxuC5TnzWyvnbtn2a057QX6Vg0ytA/view
https://drive.google.com/file/d/148i2xYjgQLtyZ0xrv_z2_nCxmvxYW3Fk/view?usp=sharing
https://drive.google.com/file/d/148i2xYjgQLtyZ0xrv_z2_nCxmvxYW3Fk/view?usp=sharing


5 

virtual meeting of the Task Force on Research Engagement (TF-RED), and Southworth 
attended GEANT’s virtual Telemetry working group meeting. 

 
South African National Research Network (SANReN) - In Quarter 2, we brought together 
SANReN staff with the NetSage team to work on adding SANReN data to the IRNC NetSage 
Dashboard. At the end of Quarter 2, data is now being collected and displayed.  

 
UbuntuNet Alliance (UA)– In Quarter 2, we met multiple times via videoconference with 
UA CEO Dr. Matthews Mtumbuka and with UA staff to discuss routing issues on traffic to 
the US and the potential for peering with UA’s international circuits in Europe. Moynihan 
also participated in and presented at the UbuntuNet Connect20 conference. 
 
 

4.2 Coordination with IRNC partners 
IRNC AMI - Collaboration with the IRNC AMI awardee, NetSage, continues in Year 5. Data 
for the NEAAR circuit is archived in the NetSage framework, including SNMP, perfSONAR, 
and sampled flow data. The New York exchange point site includes rack space for 
monitoring equipment and a perfSONAR node is collecting data there. We continue to work 
with NetSage to create visualizations that allow us to understand interesting traffic 
patterns as well as automatically identify changes in performance behavior on the NEAAR 
circuit.  
 
We also continue to work with NetSage to populate the Science Registry that allows flows 
to be tagged and identified by science domain, project, location, and educational institution 
endpoints. An increase in the number of Science Registry tagged flows gives NEAAR staff 
the ability to target specific science for deeper analysis, as well as better understand the 
NEAAR circuit use cases of our partners.  
 
NetSage will continue to be supported to a small extent in NEA3R, which will be paying the 
IU Global NOC for the NetSage as a Service installation but will also support minor 
additional work to support the project directly. 
 
IRNC NOC - The IRNC NOC continues to provide Tier 1 support services including 
monitoring the state of the NEAAR circuit and the installed equipment in New York. Using 
NEAAR funding, the IU GlobalNOC supplies Tier 2 and Tier 3 services for the project, as 
well. Starting in January, 2021, the IRNC NOC will no longer be supported and NEAAR will 
need to pay for both Tier 1 and Tier 2/3 services explicitly. 
 
IRNC Backbones - In Quarter 2, we met virtually with staff from the Americas Africa 
Research and eduCation Lightpaths (AARCLight) project to discuss their new connectivity 
between Brazil and South Africa and to make sure this traffic was being captured in 
NetSage. We also worked with AMPATH to engage representatives from the Event Horizon 
Telescope (EHT) project to determine if we could improve data transfer over R&E links for 
some of the telescopes involved. We also continue to coordinate with AMPATH to ensure 
support for the Vera Rubin Observatory (VRO).  
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IRNC Engage - We continue close coordination with the NSRC on our training efforts and 
engagements working with NRENs in Africa. In Quarter 2, we also coordinated with NSRC 
to better understand and potentially improve routing issues on traffic between South East 
Africa to the US. The NEA3R project does not include proactive work in west or North 
Africa, so coordination with NSRC will continue as they will cover all proactive work in that 
space going forward. 
 

4.3 Other Collaborations 
Advanced North Atlantic (ANA) Consortium - The ANA consortium consists of CANARIE, 
Internet2, GÉANT, NORDUnet, SURF, ESnet, and NEAAR. We continue to formally 
participate in the ANA engineering activities. In Quarter 2, we initiated a virtual meeting of 
the leadership team to discuss the consortium’s plans for renewing circuit contracts and for 
coordinating changes and additions to the original circuits. We also continue to maintain a 
NetSage dashboard for the consortium, available at  https://ana.netsage.global/ 
  
Collaboration Asia Europe-1 (CAE-1) - CAE-1 is a consortium of six R&E networks: 
Australia's Academic and Research Network (AARNET) (Australia), GÉANT (Europe), 
NORDUnet (European Nordics), Singapore Advanced Research and Education Network 
(SingAREN) (Singapore), SURF (Netherlands), and TEIN*CC/Asi@Connect (Asia-Pacific). 
They have collaborated to fund and support a 100G circuit from Singapore to London that 
went live in May 2019. In Quarter 2, we continued to drive discussions with the CAE-1 
members on identifying and fixing routing issues on traffic flows we see on the NEAAR 
circuit between Europe and Asia.  
  
Energy Sciences Network (ESnet) - We continued our ongoing collaboration with ESnet 
and continue to actively carry traffic for energy science researchers equally with the rest of 
ESnet’s trans-Atlantic capacity.  
  
Global Network Architecture Group (GNA-G) - The GNA-G was created as a result of the 
merger of the Global Network Architecture (GNA) Technical Working Group and the Global 
Lamba Integrated Facilities (GLIF) group. In Quarter 2, we attended the virtual GNA-G 
meeting and continued discussions with the group on setting up a working group on 
identifying and fixing routing anomalies.   
 
HiSeasNet (HSN) - We remain engaged with Kevin Walsh from HSN and the Scripps 
Oceanographic Institute (SOI) to determine if we can help improve data transfer 
performance for NSF’s Research Vessel Fleet. In Quarter 2, we met with Walsh to discuss 
their future plans to test LeoSat connectivity for ships in the Arctic.  
 
Kenya Education Network (KENET)- We met with KENET CEO, Meoli Kashorda, to discuss 
their interest in potentially deploying NetSage on their international circuits and peering 
with NEAAR in London. Kashorda is interested in working with NEAAR to gain better 
insight into the performance of data transfers between Kenya, Europe, and the US. These 
discussions will continue in Quarter 3.  

https://ana.netsage.global/
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NORDUnet – We met throughout Quarter 2 with NORDUnet staff via video conference to 
discuss potential collaborations in support of Arctic and European research. This included 
discussions on the Arctic Connect project, an initiative to build the first Arctic subsea cable 
system that will connect northern Norway and Finland to Alaska and Japan, and on 
additional NetSage deployments to allow us to better track US collaborations with Nordic 
partners. Moynihan also attended NORDUnet’s 40th anniversary virtual meeting and 
celebration.   
 
NREN Low Earth Orbit Satellite (LeoSat) Working Group - We continue to participate in a 
working group that is exploring the feasibility of NRENs leveraging low Earth orbit 
satellites to help connect researchers in the Polar Regions and other remote areas of the 
world. The group includes representatives from IN@IU, NORDUnet, ESNet, Tertiary 
Education and Research Network of South Africa (TENET), Research and Education 
Advanced Network New Zealand (REANNZ), Internet2, AARNET, and CANARIE. We are 
working within this group to better understand and document the science use cases and 
future cyberinfrastructure needs and to learn how access to these new satellite 
deployments would support and increase US science in Polar regions. The working group 
meets quarterly to discuss updates on interactions with LeoSat providers and to discuss 
potential use cases. In Quarter 2, the Working Group met to hear a presentation from 
Telesat, a Canadian LeoSat company, on their plans to provide connectivity in the Arctic 
regions.  
 
The National Institutes of Health (NIH) - Schopf is a founding member of the Global 
Council for the NIH’s National Institute of Allergy and Infectious Disease-supported (NIAID) 
African Centers of Excellence in Bioinformatics and Data Science (ACE). The two current 
ACE centers are at Makerere University, in Kampala, Uganda, and at the University of 
Bamako, in Bamako, Mali. ACE sites support the use of high-performance computing and 
training for the region. The Global Council directs the activities of the centers to ensure 
uptake is at the regional level. We had originally planned to jointly host a workshop with 
ACE for perfSONAR work with RENU, but due to COVD-19 related travel restrictions, that 
workshop will be coordinated only with RENU.  
  
Vera Rubin Observatory Network Engineering Team (VRO-NET, formerly Large 
Synoptic Survey Telescope (LSST)-NET)- We continue to participate in the VRO-NET 
Network Engineering Team (NET) Working Group. This group meets monthly to discuss 
and plan the networking infrastructure for the VRO. Within this working group, we are 
working with partners to determine if the NEAAR circuit can play a role in providing trans-
Atlantic connectivity to the project. In Quarter 2, it was announced that SLAC would be 
taking over from NCSA as the primary data collection site in the US.  We are tracking within 
the working group whether this will change how the trans-Atlantic links will get used going 
forward.  
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5. Science Engagement Activities 
In Quarter 2, the science engagement team worked to adapt its science engagement and 
outreach efforts to the challenges posed by the COVID-19 related travel restrictions. 
Although we were not able to do hand’s on or face-to-face engagement in Quarter 2, we 
continued to work with our partners to better understand and support US scientists 
working in Europe and Africa.  
 
Our Quarter 2 engagements included: 

● Event Horizon Telescope (EHT): NEAAR staff participated in discussions with other 
IRNC project staff on how to better support the eleven remote telescopes that 
provide data for the EHT project. A series of preliminary meetings were held in 
Quarter 2 that brought together EHT staff, telescope engineers, IRNC PIs, and staff 
from the Engagement and Performance Operations Center (EPOC) to discuss how 
EHT currently moves data and what it would take to connect each telescope to R&E 
networking infrastructure. NEAAR staff worked with partners to confirm current 
connectivity for telescopes in Europe and the Arctic, and coordinated with European 
partners to ensure the relevant European organizations were represented at future 
meetings. Follow-up meetings with telescope engineers, led by EPOC, are planned 
for Quarter 3. The initial goal of these meetings is to get baseline transfer rates from 
the European telescopes to the data correlation site at MIT and to determine how 
we can work together to improve these rates.  

● Research and Education Network of Uganda (RENU): We are working with RENU 
and to look at ways of improving routing on traffic between Uganda and the US. In 
Quarter 2, we met with RENU engineers to discuss a virtual surgery collaboration 
between the Kyabirwa Surgical Centre and the Mt. Sinai Health System. Working 
with RENU, we were able to determine the virtual surgery used the RENU network 
within Uganda but was then routed to commercial networks to get to the US. We’ve 
started conversations and are coordinating with the NSRC, who has worked with 
RENU on similar issues, to begin to look into how we can help RENU improve their 
peering outside of Uganda to potentially address this. 

● Roche and SWITCH - In Year 4, we set up a VLAN on the NEAAR circuit to support 
bioinformatics and genetic research for Roche, a Swiss healthcare research 
organization. We continue to track usage on this VLAN and are planning to work 
with GEANT and SWITCH (the Swiss NREN) once the new ANA trans-Atlantic 
circuits are in place to ensure they are getting the performance they expect.  

● SURF - We continued our engagement with SURF staff to address routing issues we 
identified on traffic between the Netherlands and Africa that was routed via New 
York. In Quarter 2, we discussed how the ANA might be able to address this problem 
and if the new circuit additions and new peerings in Europe would help.  

 
In Quarter 2, we also continued to work with the Engagement and Performance Operations 
Center (EPOC) to proactively identify and fix end-to-end performance issues on 
international traffic related to COVID-19 research. Using NetSage, we identified increases in 
COVID-related data sources and looked at performance to ensure these collaborations were 
getting expected end-to-end performance.  
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● European Bioinformatics Institute (EBI) and Partners Healthcare Systems (PHS) 
- At the end of Year 4, we identified an increase in data transfers between EBI and 
PHS. We saw an increase from 945GB in January 2020 to 40 TB in February. These 
increases continued in Quarter 1 with approximately 30TB of traffic each month 
transferred over the NEAAR circuit. We suspected this data increase was related to 
the roll-out of the EBI COVID-19 data portal, however, these new data transfers 
continued to average only 25Mbps. In Quarter 2, engineers from EBI and MIT ran 
additional tests along the end-to-end path and were able to identify and adjust a 
series of hosts at EBI that appeared to be the source of the flows with poor 
performance. NetSage data from the end of Quarter 2 shows that the volume of data 
had slowed to 17.5 TBs transferred over quarter, but that the average data rate on 
these flows had increased from an average of 25Mbps to close to 90Mbps. We’ve 
communicated this to EBI and MIT and are beginning to look at other endpoints to 
confirm rates are consistent with other US sites.   

● RENATER and Argonne National Laboratory (ANL) - In August, 2020, we 
identified an increase in large data transfers potentially related to COVID-19 
research between multiple sites behind the French NREN, RENATER, and Argonne 
National Laboratory (ANL). Many of these transfers were averaging under 10Mbps. 
We reached out to our contacts at Argonne to learn more about these flows and to 
see if there was anything we could do to improve performance. In Quarter 2, we 
shared NetSage data with engineers from ANL to help determine the source of the 
traffic and to try to identify the bottleneck. We determined that the bottlenecks 
were due to the end-point at ANL being a user desktop behind a firewall. We have 
offered to work with ANL and RENATER to look further at these user workflows. If 
there is interest, this work will continue in Quarter 3. 

6. PerfSONAR Development and Training  

The NEAAR project supports a perfSONAR deployment at the ManLan endpoint of the 

NEAAR circuit that provides periodic testing between several US and European sites.  

NEAAR participates in the IRNC mesh available at: http://data.ctc.transpac.org/maddash-

webui/index.cgi?dashboard=IRNC%20Mesh. We have been informed that this effort will be 

ramping down by April 1, 2021. 

 

NEAAR runs a project-wide MaDDash which includes tests between perfSONAR nodes from 

the African RRENs and several larger African NRENs. The current NEAAR MaDDash can be 

viewed here: https://140.182.50.189/maddash-webui/  

 

Separate from monitoring our own circuit, one of the goals of the NEAAR project is to 

support the use of perfSONAR more broadly across Europe and Africa. This support, via 

targeted deployments and training, helps the community understand network behavior 

and assists in improved data sharing between US researchers and those in the region. By 

http://data.ctc.transpac.org/maddash-webui/index.cgi?dashboard=IRNC%20Mesh
http://data.ctc.transpac.org/maddash-webui/index.cgi?dashboard=IRNC%20Mesh
https://140.182.50.189/maddash-webui/
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expanding perfSONAR deployments to Africa, we can better understand what American 

researchers should be experiencing when they move data to those regions. 

 

In December 2019, we finalized plans for hosting a MeshBuilder Workshop with Uganda’s 

NREN, RENU. This workshop was scheduled to take place in Kampala, Uganda July 27-31, 

2020. However, in March we postponed the workshop due to COVID-19 related travel 

restrictions. In Quarter 2, we began working again with RENU to reschedule this workshop 

for February 2021. We are planning a virtual workshop for RENU members to introduce 

them to perfSONAR and to show them the value perfSONAR deployments can bring to their 

organization. We are also planning to ship RENU eight small nodes to deploy in their 

backbone. 

 

The NEAAR team also provides ongoing support to those NRENs with whom we have led 

perfSONAR MeshBuilder workshops in the past. Many of those deployments are now active 

with little further need of direct support and assistance for the purpose of bringing up a 

functional MaDDash. These include: 

● ASREN - http://185.19.231.226/maddash-webui: We are assisting ASREN staff and 

member NRENs on the ASREN-wide MaDDash. 

● MoRENET -http://ps.dash.morenet.ac.mz/maddash-webui: The MoRENET 

MaDDash has been restored and work continues to ensure individual nodes are 

coordinated in the mesh.  

● UbuntuNet Alliance - http://196.32.214.200/maddash-

webui/index.cgi?dashboard=Measurements: The UbuntuNet Alliance MaDDash is 

stable.  

● WACREN: The WACREN team is not currently supporting a public MaDDash, but is 

participating in the NEAAR MaDDash.  

● ZAMREN - http://central.perf.zamren.zm/maddash-

webui/index.cgi?dashboard=Measurements: The ZAMREN MaDDash is stable and 

no further assistance has been requested.  

 

This support will be discontinued with the NEA3R project, since perfSONAR support was 

cut by the program office during budget negotiations. 

7. Network Operations 

7.1 Peering  

No new peering activity took place in Quarter 2. We remain open to additional new 

peerings and hope to discuss future peerings throughout Year 5, including the possibility of  

new peering opportunities between the NORDUnet network and the UbuntuNet Alliance.  

http://185.19.231.226/maddash-webui
http://ps.dash.morenet.ac.mz/maddash-webui
http://196.32.214.200/maddash-webui/index.cgi?dashboard=Measurements
http://196.32.214.200/maddash-webui/index.cgi?dashboard=Measurements
http://central.perf.zamren.zm/maddash-webui/index.cgi?dashboard=Measurements
http://central.perf.zamren.zm/maddash-webui/index.cgi?dashboard=Measurements
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7.2 Routing Anomaly Detection and Resolution 

No significant new routing anomalies were detected during Quarter 2, however work with 

our partners at SURF, RENU, and the UbuntuNet Alliance continued to correct erroneous 

routing which sent traffic between the Netherlands and Africa through New York. NEAAR 

staff continue to monitor the routing health of the NEAAR circuit and, where appropriate, 

work with our partners to bring any errors found to resolution. 

8. Circuit Status and Performance 

The NEAAR 100G circuit runs between ManLan, New York, and GÉANT Open in London, by 

way of Dublin, Ireland. We collect SNMP and sampled flow data, which is de-identified. 

Both are shared with NetSage. 

8.1. Traffic Graphs 

Figures 1 and 2 show the traffic on the NEAAR 100G circuit between New York and London 
during the period of September 1, 2020 – November 30, 2020. Figures 3 and 4 show the 
traffic on the GÉANT 100G Circuit between New York and Paris during the period of 
September 1, 2020 – November 30, 2020. 
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Figure 1: NEAAR New York-London 100G Circuit (NSF-funded) traffic using smoothed daily averages. 

 
Figure 2: NEAAR New York-London 100G Circuit (NSF-funded) traffic using maximum daily averages. 

 
Figure 3: GÉANT New York-Paris 100G Circuit (GÉANT-funded) traffic using smoothed daily averages. 
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Figure 4: GÉANT New York-Paris 100G Circuit (GÉANT-funded) traffic using maximum daily averages. 

8.2 Traffic Volume 

Table 1 shows the full volume of traffic transferred over the NEAAR circuits during Quarter 

2. Almost 60 Petabytes of traffic has been transferred over the NEAAR circuits during the 

three months.   

 
Table 1: Traffic in terabytes transferred over NEAAR circuits, September 1, 2020 - November 30, 2020. 

 Sep Oct Nov Total 

New York-London 4,898 5,021 4,504 14,423 

London-New York 6,074 5,925 5,588 17,587 

New York-Paris 5,130 4,953 4,094 14,177 

Paris-New York 3,234 4,349 2,974 10,557 

Total 19,366 20,248 17,160 56,774 

 

8.3 Flow Data 

NEAAR collects sampled flow data for the 100G link between ManLan and London via 

sFlow from the NEAAR router installed in New York. This data is aggregated by NetSage, 

which we use to report our Top Talkers.   

 

Top Talkers for Quarter 2 are shown in Figure 5 and Figure 8, as well as the Top 10 Pairs in 

Table 2. During Quarter 2, a potential fault in NEAAR flow collection was discovered on 

September 18, 2020. The number of reported flows after this date dropped to 

approximately one-third of its previous level, while reported SNMP data for the same time 

period showed no correlating drop. NEAAR staff are working with engineers from 
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GlobalNOC and Arista to help determine the cause of this apparent fault, but have yet to 

determine the root cause or a solution. While this apparent fault does not affect the 

utilization of the circuit or inhibit user connectivity to resources on either end, it does 

affect our ability to accurately report usage and will be corrected as soon as possible. 

 

Many transfers from Europe are masked behind large R&E networks such as JISC, which 

can make at-a-glance assessments of the science drivers behind that traffic difficult. While 

further investigation into traffic flows during Quarter 2 shows that High Energy Physics 

(HEP) continues to be the dominant force on the NEAAR circuit, there are also significant 

amounts of biomedical data being transferred as well. This traffic suggests ongoing COVID 

research and collaboration, although the precise nature of this traffic isn’t known. VLBI 

astronomy transfers between Consortium GARR and APAN are also a consistent source of 

traffic, and as expected are seen in Quarter 2. Overall top sources and destinations of flows 

remain largely unchanged from previous quarters. 
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Figure 5: Top 10 Sources on NEAAR circuits, September 1, 2020 - November 30, 2020. 
 

 
Figure 6: Top 10 Destinations on NEAAR circuits, September 1, 2020 - November 30, 2020. 

 
Table 2: Top 10 Flow Pairs on NEAAR circuits, September 1, 2020 - November 30, 2020. 
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8.4 Trouble Tickets 

During Quarter 2, there were eight scheduled maintenance and eleven unscheduled 

outages, as shown in Table 3 and 4. 

 
Table 3: Scheduled maintenance  for NEAAR equipment and circuits, September 1, 2020 - November 30, 2020. 

 
Table 4: Unscheduled outages  for NEAAR equipment and circuits, September 1, 2020 - November 30, 2020. 

Ticket 
Number 

Title Maint 
Type 

Source  
Impact 

Curren
t State 

Start Time (UTC) End Time (UTC) Duration 

CHG0045232 NEWY32AOA-
LOND 

Circuit Vendor Closed 2020-09-02 22:01:52 2020-09-03 22:48:18 1 days 0 hr 46 m 

CHG0045535 NEWY32AOA-
LOND 

Circuit Vendor Closed 2020-09-12 13:49:43 2020-09-12 20:05:53 0 days 6 hr 16 m 

CHG0044925 NEWY32AOA-
LOND 

Circuit Vendor Closed 2020-09-12 21:00:47 2020-09-12 21:16:51 0 days 0 hr 16 m 

CHG0046381 NEWY32AOA-
LOND 

Undete
rmined 

Vendor Closed 2020-10-14 22:01:55 2020-10-14 23:00:54 0 days 0 hr 58 m 

CHG0045728 NEWY32AOA-
LOND 

Circuit Vendor Closed 2020-10-24 08:15:08 2020-10-24 08:48:08 0 days 0 hr 33 m 

CHG0046827 NEWY32AOA-
LOND 

Circuit Vendor Closed 2020-11-02 22:40:30 2020-11-02 22:46:54 0 days 0 hr 6 m 

CHG0047254 NEWY32AOA-
LOND 

Circuit Vendor Closed 2020-11-10 00:23:04 2020-11-10 01:38:07 0 days 1 hr 15 m 

CHG0047220 NEWY32AOA-
LOND 

Circuit Vendor Closed 2020-11-17 04:04:19 2020-11-17 04:30:00 0 days 0 hr 25 m 

Incident 
Number 

Cust 
Impact 

Ntwk 
Impact 

Title Outage 
Type 

Source 
Impact 

Curren
t State 

Start Time 
(UTC) 

End Time 
(UTC) 

Duration 

INC0065240 2 - High 2 - High NEWY32AOA-
LOND 

Circuit - 
Cut Fiber 

Vendor Closed 2020-09-14 
22:23:13 

2020-09-14 
22:42:21 

0 days 0 hr 
19 min 

INC0065723 4 - Low 2 - High NEWY32AOA-
LOND 

Undetermi
ned 

Vendor Closed 2020-09-22 
10:15:40 

2020-09-22 
10:15:41 

0 days 0 hr 
0 min 

INC0065767 4 - Low 2 - High NEWY32AOA-
LOND 

Undetermi
ned 

Vendor Closed 2020-09-22 
21:02:27 
2020-09-23 
02:45:00 

2020-09-22 
21:03:00 
2020-09-23 
02:46:00 

0 days 0 hr 
0 min 
0 days 0 hr 
1 min 

INC0066132 4 - Low 2 - High NEWY32AOA-
LOND 

Circuit - 
Bumped 
Fiber 

Vendor Closed 2020-09-28 
09:18:31 

2020-09-28 
09:18:33 

0 days 0 hr 
0 min 

INC0066546 2 - High 2 - High NEWY32AOA-
LOND 

Unannounc
ed 
Maintenan
ce 

Vendor Closed 2020-10-03 
08:30:11 
2020-10-03 
08:46:25 

2020-10-03 
08:40:43 
2020-10-03 
09:09:04 

0 days 0 hr 
10 min 
0 days 0 hr 
22 min 

INC0066673 4 - Low 2 - High NEWY32AOA-
LOND 

Undetermi
ned 

Undete
rmined 

Closed 2020-10-05 
21:43:00 

2020-10-05 
21:43:05 

0 days 0 hr 
0 min 

INC0066943 4 - Low 2 - High NEWY32AOA-
LOND 

Undetermi
ned 

Vendor Closed 2020-10-09 
23:23:18 

2020-10-09 
23:23:19 

0 days 0 hr 
0 min 

INC0067116 4 - Low 2 - High NEWY32AOA-
LOND 

Undetermi
ned 

Vendor Closed 2020-10-11 
23:34:34 

2020-10-11 
23:34:35 

0 days 0 hr 
0 min 

INC0068344 4 - Low 2 - High NEWY32AOA-
LOND 

Undetermi
ned 

Vendor Closed 2020-10-28 
15:05:42 

2020-10-28 
15:05:43 

0 days 0 hr 
0 min 

INC0069808 2 - High 2 - High NEWY32AOA-
LOND 

Unannounc
ed 

Vendor Closed 2020-11-17 
04:30:01 

2020-11-17 
20:32:34 

0 days 16 
hr 2 min 
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8.5 Downtime and Availability 

Table 5 shows that there was no reported downtime for core nodes on the project for 
Quarter 2.  Table 6 lists the downtime for the project's circuits. In Quarter 2 downtime was 
due to circuit maintenance.  
 
Table 5: Downtime and availability for NEAAR core nodes for Quarter 2. 

NEAAR Nodes Down Time for Quarter 2 Quarter 2 Availability 

dcp.newy32aoa.neaar.net 00 hr 00 min 100.00% 

rtr.newy32aoa.neaar.net 00 hr 00 min 100.00% 

perf.newy32aoa.neaar.net 00 hr 00 min 100.00% 

oob.newy32aoa.neaar.net 00 hr 00 min 100.00% 

 

Table 6: Downtime and availability for NEAAR circuits for Quarter 2. 

NEAAR Backbone Circuits Down Time Quarter 2 Quarter 2 
Availability 

NEAAR-NEWY32AOA-LOND-100GE-01500 2 days 3 hr 34 min  97.64% 

NEAAR-NEWY32AOA-NEWY32AOA-100GE-01501 00 hr 00 min 100.00% 

 

9. Security Events and Activities 
Basic security measures were maintained throughout Quarter 2, and there were no 
security incidents to report. The updated IN@IU security documents can be found online at 
https://internationalnetworks.iu.edu/about/policies.html.  
 

 

  

Maintenan
ce 

INC0070096 4 - Low 2 - High NEWY32AOA-
LOND 

Undetermi
ned 

Vendor Closed 2020-11-20 
16:13:30 

2020-11-20 
16:13:31 

0 days 0 hr 
0 min 

https://internationalnetworks.iu.edu/about/policies.html
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10. Reporting against Objectives 
Below is the list of WBS items for Year 4 and their current status. 
 
 1           Planning for Technology 
1.5       Discussion of GÉANT Open connections 

● ONGOING   
2          Operations 
2.3       Operate Infrastructure 

● ONGOING  - circuit was available 97.9% of this reporting period - see Section 8.4 and 
8.5 

2.4       Coordinate with IRNC:NOC winner 
● ONGOING - NEAAR continues close coordination with the IRNC NOC - see Section 4.2 

2.5       Coordinate with IRNC:AMI winner 
● ONGOING - NEAAR shares measurement data with NetSage and uses dashboards for 

reporting. We continue to work on flow analysis and the Science Registry - see 
Sections 4.2  

2.6       Network Security 
● ONGOING - Security documents continue to be updated - see Section 9     

 
3          Measurement and Monitoring 
3.2       Flow data collection from 100G 

● ONGOING  - see Section 8.3 
3.5       Routing research and analysis 

● ONGOING   - see Section 7.2 
3.6       Research to understand performance spikes and anomalies 

● ONGOING  - Our analysis continued - see Section 7.2 
  

4           Training for Measurement and Monitoring  
4.10.    Help support UA PS mesh 

● ONGOING - see Section 6.3.C 
4.11    Help support ASREN PS mesh 

● ONGOING -   see Section 6.3.C 
4.12    Help support WACREN PS mesh 

● ONGOING -  - see Section 6.3.C 
4.17 Small PS node class for RENU - Uganda  

● POSTPONED - MeshBuilder Workshop scheduled to take place July 27-31, 2020 has 
been rescheduled for February 2021-  see Section 6.3.B 

 
5          Other Outreach 
5.1       Attend domestic and international conferences for application identification and 
relationship maintenance: 

● ONGOING - see Section 3 
5.2       Outreach to science applications based on NetFlow information 
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● ONGOING - We continue to look through flow data and discuss with our partners 
what application communities would most benefit from more intentional 
engagement - see Section 4, 5, 7.2, and 8.3 

5.3       Outreach to science applications based on NSF funding data 
● ONGOING  

5.4       Coordination of science engagement  
● ONGOING - We continue to work with global partners on science engagement best 

practices - see Section 4 
 
6          Project Coordination 
6.1       Project Management 

● ONGOING - We hold regular partner calls and face to face meetings throughout the 
year - see Section 4.1 

6.2       Project Reporting  
● ONGOING - Reporting infrastructure in place for up to date quarterly reporting; 

WBS update as part of this report - see Section 11 
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11. Year 4 Financials 

 
Table 7 shows the expenditures for Year 5 Quarter 2. With the ongoing restrictions due to 
COVID-19, this project is not meeting the planned expenses or obligations in some areas. A 
No-Cost extension was granted for the project to continue until January 2022. 
 
The percentage of the award’s budget was spent in foreign country(ies) for this reporting period 

was 50.4%, or $60,000. This included payments to AquaComms, an Ireland-based company that 

supplies our international connectivity.  

 
Table 7: Expenditures for Year 5 Quarter 2. 

Description Sep-20 Oct-20 Nov-20 TOTAL 

Jennifer Schopf 1,909 1,909 1,909 5,727 

Doug Southworth 824 824 824 2,472 

Scott Chevalier 378 378 0 756 

Ed Moynihan 4,201 4,201 4,201 12,603 

Hubbard - Staff Support 997 1,496 997 3,490 

Hans Addleman 644 644 644 1,932 

TIER 2/3 SUPPORT 4,156 4,354 4,360 12,870 

F&A on Compensation 32% 4,195 4,418 4,139 12,752 

Subtotal Compensation 17,304 18,224 17,074 52,602 

          

CIRCUITS         

AquaComm 100G Circuit 20,000 20,000 20,000 60,000 

NYSERNet CoLo   6,025 350 6,375 

Wire transfer fees 20     20 

Subtotal Circuits 20,020 26,025 20,350 66,395 

          

TOTAL 37,324 44,249 37,424 118,997 
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